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ABSTRACT
While writing peer reviews resembles an important task in science,
education, and large organizations, providing fruitful suggestions
to peers is not a straightforward task, as different user interaction
designs of text suggestion interfaces can have diverse effects on
user behaviors when writing the review text. Generative language
models might be able to support humans in formulating reviews
with textual suggestions. Previous systems use two designs for pro-
viding text suggestions, but do not empirically evaluate them: inline
and list of suggestions. To investigate the effects of embedding NLP
text generationmodels in the two designs, we collected user require-
ments to implement Hamta as an example of assistants providing
reviewers with text suggestions. Our experiment on comparing the
two designs on 31 participants indicates that people using the inline
interface provided longer reviews on average, while participants
using the list of suggestions experienced more ease of use in using
our tool. The results shed light on important design findings for
embedding text generation models in user-centered assistants.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
•Human-centered computing→Natural language interfaces.
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1 INTRODUCTION
Peer review1 is the process in which people evaluate the contents
produced by peers in terms of positive and negative aspects, as well
as discussing opportunities for improvement [53]. Individuals in
various domains such as science, education, software development,
and business make use of peer reviews to evaluate the quality of
their work. For example, in the domain of science, providing peer
reviews is considered an important part of the scientific publish-
ing process [3]. Modern educational settings include peer review
writing in their curriculum, as providing feedback is considered an
important skill to possess as a current or future employee [75, 110].
Peer review is also used in the code-reviewing process of software
development to detect bugs and maintain coding standards [50]. In
addition, in large organizations, peer reviewing have been found
to be a useful method to provide feedback to colleagues in agile
settings [7, 11, 79, 84].

Despite that, producing reviews of high quality that are helpful
and valuable to the original author is a challenge that reviewers
frequently encounter [83]. Novice reviewers (e.g., students) may not
be competent in providing a high-quality review [18]. For example,
their reviews might lack elaborated suggestions for how to improve
the original content [96]. As such, the feedback provided by peers
may not be perceived as meaningful as intended by the review
recipients [45, 53]. In addition to the challenges above, individuals
often have trouble coming up with the right words to express what
they intend, as with creating any other piece of writing [32, 36].
While resources are available to act as guides on how to write better
texts, writers are not necessarily familiar with them and have to stop
while writing to look up the resources and find suitable expressions
to use, which leads to distraction and potential high cognitive load
[38].

To address these challenges, researchers across domains [57, 83,
105] have explored the possible methods of supporting people in
writing peer reviews easier with the use of technology. Liu et al.
[65], for instance, has proposed developing a system that enables
users to provide better reviews by creating and asking questions.
Other researchers have used methods based on Natural Language
Processing (NLP) and Machine Learning (ML) to provide review
writing support and analyze written reviews, mostly based on text
classification methods [13, 103, 104].

1Also called peer evaluation, peer feedback, or peer assessment
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However, with the latest advances in ML and NLP, by making
use of large-scale language text generation models such as GPT-2
[81] and GPT-3 [15], there is the potential to drastically improve
the quality of writing support. Text classification methods can only
be applied after the text is written to the end and given to the
model as inputs [89], but on the other hand, text generation models
overcome this limitation. Text completion interfaces2 are used in
various domains, such as text editors and search engines, to assist
users in formulating a correct and relevant input [63]. They have
the benefit of providing support to the users in the middle of the
writing process. However, until today, there is a lack of research on
how to best incorporate text completion interfaces in the context
of peer review writing support to assist reviewers in providing
feedback.

To address this research gap, we investigated the use of text
generation models in providing writing assistance by analyzing the
designs of text completion interfaces in previous works. Based on
existing literature and user interviews, we derived potential designs
and selected two of the widely used designs in previous literature
and implemented systems: first, providing inline suggestions in the
text area, and second, showing a list of suggestions next to the text
area. The two selected design approaches from previous works
have fundamentally different assumptions on how the suggestions
might be used. While the former provides the possibility to directly
accept the suggestions and alter them in the text area afterward,
the latter mandates the user to either copy parts of the suggestions
into the text editing field, or take ideas from them. To the best
of our knowledge, there is no existing research comparing both
approaches in helping people to write more helpful peer reviews.
Therefore, we aimed to explore the effects of the two conventional
designs of text completion-enabled writing assistants in the specific
domain of computer-supported peer review writing as an example
downstream task. To do so, we instantiated the two designs in
Hamta, our newly designed and implemented writing assistant. By
designing Hamta, we aimed to find the answer to our research
question: "What are the effects of generative peer review writing
support on users’ reviews, as well as their perception and behavior
with a text completion writing support tool?".

To be able to measure the effects of text completion designs on
writing reviews, we used a dataset for training our German GPT-2
model to provide humans with intelligent suggestions in the do-
main of German business peer reviews. We utilized a corpus of
11,925 peer reviews written by students in a business course at a
Western European university over five years, previously collected
by Wambsganss et al. [107]. Based on the data, we fine-tuned a Ger-
man GPT-2 model that generates individual texts and thus provides
users with suggestions on what content (e.g., words, sentences, or
expressions) to add to their peer review. To design the interface
and user interaction flow of Hamta, we interviewed six users with
experience in writing peer reviews, to find user experience design
rationales. We ensured they have all used at least one text comple-
tion interface in the past. We implemented two versions of Hamta,
each using one of the two text completion interface design methods.

2Also called autocomplete interfaces

To measure the two designs (inline and list of suggestions), we
conducted a natural experiment with 31 participants. In our experi-
ment, we asked the participants to write a peer review on a business
model concept (for which we showed an introductory video in the
beginning) to an imaginary peer. We randomly assigned 18 people
to use the inline design and the others (13 participants) to use the
list of suggestions design. Our results indicate that the participants
who used the inline design entered a significantly higher amount
of words in their review. On the other hand, participants using the
list of suggestions design reported significantly higher perceived
ease of use. The results shed light on how humans perceive the
two text completion designs differently in the task of writing peer
reviews. It is important to note that we did not compare the quality
of reviews across groups in the current study, and rather only ana-
lyzed perception metrics as well as review length as a quantitative
measure; we leave the rest for future work.

Our research provides three contributions to the peer reviews,
writing assistants, and text completion design interfaces research
streams. First, based on the empirical results from our experiment,
we provide novel insights into the embedding of text generation
models in peer review writing assistants, by comparing two con-
ventional text completion designs. Second, we provide user re-
quirements for a text completion system in the domain of writing
peer reviews, collected from semi-structured interviews with target
users. Third, we design Hamta, one of the first writing assistants for
peer reviews using text generation models, based on the collected
user requirements, and evaluate how the users perceive it in our
experiment. We believe user-centric review writing assistants using
text generation models and based on our findings in this research
could offer legitimate solutions for assisting users in writing peer
reviews more effectively and easily in professional environments.

2 RELATEDWORK AND CONCEPTUAL
BACKGROUND

We base our work on the literature about peer reviews, previous
works on NLP and ML models which provide generative sugges-
tions, the previous research on user-centered systems providing
text completion and generative suggestions, and the literature on
human-computer interaction (HCI) and user experience (UX) design
ideas for writing support systems.

2.1 Peer Reviewing in Different Domains
According to Nicol [74], providing a peer review (peer feedback) is
defined as evaluating the submission of other people by producing
a written text. The peer review task is relevant in various domains,
such as business, science, and education.

In business, the aspects in which peer reviewing is relevant are
twofold. First, peer feedback is used to communicate the evaluation
of how employees in a given workplace perform their duties so
that they can improve upon their working style and improve their
performance [35]. An example of this class of constructive business
peer reviews is the 360-degree feedback process, in which the co-
workers, subordinates, and managers of employees, in addition
to the employees themselves, evaluate the performance of their
colleagues by providing feedback [4]. Second, peer reviews are also
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known to help evaluate the business model concepts of peers, which
is useful in teaching business communication courses [82].

In science, the process of providing feedback is conducted by the
reviewers of peer reviewed journals and conferences. In scientific
peer feedback, the reviewers are expected to provide critical evalua-
tions of the manuscripts, mention the positive and negative aspects
of the submitted paper, and give to-the-point suggestions for im-
provement [70]. Not only do the original authors of the manuscript
benefit from receiving a review, but providing feedback also has
beneficial impacts on the reviewers (e.g., in terms of improvements
in their writing skills) [68]. Thus, strengthening the peer review
procedures can help improve the use of science in the academic
world among scholars.

Moreover, the peer review process is also used in educational
settings [73]. As an example, peer reviewing is used in the context
of peer assessment, an arrangement in which students evaluate
and grade their peers’ work by considering the amount, level, or
quality of the outcomes of the learning process followed by their
peers [95]. This procedure can be carried out both in a centralized
manner in which the instructors collect the peer assessments and
set the final grades of the students, or in a decentralized manner in
which the students themselves set the grades of their peers directly
[5]. Additionally, peer reviewing is used to provide feedback to
students in massive online open courses (MOOCs) [1]. Students are
encouraged to provide feedback to their peers, which helps them
to improve their writing skills [112].

We specifically take note of the role of peer reviewing in the
cognitive models and processes of writing [9]. Writing is not con-
sidered only a way to translate ideas into written text, but also
tailoring it to the needs of the readers (e.g., providing positive and
negative aspects, as well as suggestions for improvements, in peer
reviews) [40]. Writing typically involves a complicated interplay of
various processes, putting significant demands on the humans’ pos-
sibly limited capacity. Therefore, effective strategies are needed to
handle the writing process well [40, 46]. Previous works have also
discussed the comparison of writing strategies between novice and
more expert writers [40, 47]. In the current work, we specifically
focus on novice peer review writers.

2.2 Generative Suggestions with NLP and ML
Due to the rise in the computational power of the systems in use in
the world, there has been a sharp increase in the various types of
NLP and ML models, and lots of attempts to enable computers to
generate pieces of text [51]. A popular approach in the past had been
using recurrent neural networks (RNNs). Several other models have
also emerged from the idea of RNNs [14, 20, 78, 116]. Another class
of deep learning models focusing on generative tasks is the class of
Generative Adversarial Networks (GANs) [25, 30, 44]. The principal
difference between GANs and conventional models is that GANs
use adversarial methods to train the model [44, 51]. Although GANs
have been used extensively in the domain of generating images
[29, 41, 52, 90], there has been relatively less use of them in the
domain of text generation [51].

An important point in the history of NLP models is the introduc-
tion of Transformers [98], which outperformed RNNs in several

benchmarks [97]. Transformers have been used extensively to pro-
vide solutions to various NLP tasks, such as machine translation
[60], text classification [66], and question answering [86]. In addi-
tion, Transformers have been used for generating text [15, 80, 81].
An example of Transformer models used in text generation is the
Generative Pre-trained Transformer (GPT) class of models [80], later
evolved into GPT-2 [81] and GPT-3 [15]. Researchers can fine-tune
GPT models to generate texts in any domain, given a dataset of
texts in that domain. As a result, GPT and Transformer models
can generate texts in various domains, such as medical texts [6],
text summaries [58], stories [34], patent claims [62], codes [27, 91],
and research papers [94]. However, studies of the effects of text
generation models in the domain of peer reviews are rare and not
widely studied.

2.3 User-Centered Systems with Generative
Suggestions

One of the principles of HCI is known as recognition over recall,
which indicates that people recognize things they see better than
when they recall them from their memories [55, 56]. It naturally
follows that text completion interfaces can turn a recall problem
into a recognition problem, as the suggestions are provided to the
users, removing the need to recall the words they want to type.
As a result, text completion is extensively used in websites and
application platforms, such as search engines [67].

Per the literature, text generation and completion systems can
be classified into three main categories:

A) Word Completion: These kinds of systems provide sugges-
tions for completing the current word or expression the user is
typing at the moment [12]. Providing such suggestions can espe-
cially prevent some common mistakes, such as misspellings [69, 71].

B) NextWord Prediction: These systems will provide the users
with a list of the words that they are most likely going to type
after the current last word. This approach to text completion is
especially useful for users who are typing on their smartphones,
as the text completion suggestions can help them enter text faster
despite relatively small keyboard buttons, by choosing the words
from the suggestions instead of typing them [8, 31, 43, 48].

C) Multiple Words Prediction: These types of systems, pos-
sibly by utilizing NLP models such as GPT [28] or RNNs [72], can
be used to complete the current sentence or paragraph the user is
typing by suggesting one or multiple words at once. This approach
has been used to help users who are writing relatively long bodies
of text, such as emails [72, 92], essays [33, 87], and code [27, 91]3.

Also, the text completion schemes mentioned above can be incor-
porated into user-centric tools by one of the following two principal
design ideas discussed in previous works and implemented in exist-
ing systems:

I) List of Suggestions: In this approach, the system provides
a list of all possible suggestions to the user, mostly in the format
of a drop-down list or a uniquely placed area on the page, and
possibly ranked based on their likelihood of appearance in the
text [108]. In the list, the users can find the word they want to
insert in their textual input [55, 93, 115]. An example of this kind of

3In the current work, we considered peer reviews as long texts, so we selected these
types of systems for the design of our peer review writing assistant.
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approach is the text completion feature in most search engines [67]
or integrated development environments (IDEs) for coding [24].

II) Inline Suggestions: In this design idea, the most probable
expression, word, or rest of the sentence to follow the currently
typed text is displayed after the cursor, and the users can choose
if they want to accept the suggestion (e.g., by pressing the Tab
button on the keyboard, or a GUI4 element). The suggestion can
also be placed directly into the text area as normal text, and the
users can remove it in case they dislike it. While this approach is
less commonly discussed in scientific literature, it is increasingly
used in relatively new applications, such as GitHub Copilot [27],
the email writing interface of Gmail [17], and Jenni AI [54].

As far as we are aware, there is a lack of research on comparing
and contrasting the two mentioned methods of assisting people
to write peer feedback. As a result, an objective of our study is
to investigate the effects of the two standard designs discussed
above and how people interpret them in the context of computer-
supported review writing. We believe the interaction of humans
with novel large-scale language models forms a new class of system
design, especially in collaborative settings. However, due to the only
recent rise of these models [15, 80, 81], the literature stream on the
design of novel interfaces based on these text generation models has
not formed consistently yet. We aim to contribute to the literature
stream of using large language models for text generation in user-
centric interfaces by instantiating and evaluating the conventional
designs of text completion interfaces in writing peer reviews.

2.4 Writing Support Tools and Assistants
One of the first attempts at providing a preliminary writing sup-
port tool dates back to the 1920s with the "cut-up" method (called
"découpé" in French) [16] including the process of cutting up and
then later rearranging the pieces of text to create a new text. Due
to the increase in the variety of NLP models which depend on
the continuously increasing computational power of computers,
computer-supported intelligent writing assistants have risen in pop-
ularity and are now used extensively to support users in writing
texts [42]. Some examples of intelligent writing assistants include
Grammarly5, Hemingway6, WordTune7, and Ginger8. These tools
can provide suggestions to improve the text, in addition to detecting
grammatical spelling errors and mistakes.

Planning, Translating, and Reviewing are defined as the three
principal writing processes [37], and NLP-powered writing assis-
tants can support users in a variety of ways with regards to each of
those. In planning, writing assistants propose certain expressions,
sentences, or structures to the user as ideas. An example of them is
BunCho, an assistant for creative story writing in Japanese, which
uses GPT-2 [81] to provide suggestions [76]. As another example,
Clark et al. [21] developed a system to help users with writing slo-
gans. These kinds of assistants can make use of generative models
to support users by providing example sentences. In translating,
writing assistants can provide annotated examples and suggestions
from others to help with putting ideas into written text, such as

4Graphical User Interface
5https://grammarly.com
6https://hemingwayapp.com
7https://wordtune.com
8https://gingersoftware.com

IntroAssist which includes a checklist of best practices, high-
lighted text functionality, and annotated examples to guide users
in writing help requests [49]. Finally, in reviewing, writing support
assistants guide users on how they can improve their initial content
to reach a higher-quality final text. An example is such a system
is AL, which analyzes the text the user provides to the system and
identifies the level of argumentativeness and persuasiveness of the
text while providing insights to the user to further improve the con-
tent [102]. Another example is the work of Weber et al. [109] which
helps users with writing legal case solutions. More specifically, pre-
vious researchers have explored how writing assistants can support
users in providing peer reviews, by providing suggestions for local
or global revisions. As an example, the system introduced by Yang
[113] presents users with example texts and revision suggestions
on certain grammatical expressions and structures.

Overall, while previous studies have explored methods and sys-
tems to support users in the peer reviewing process by providing
revision suggestions, the combination of text generation models
with user-centric writing tools to provide assistance to users in their
peer reviewing process is rare from an HCI perspective. Moreover,
there is a lack of studies comparing the usability of the various
potential text completion user interfaces when embedded into a
user-centric assistant for peer review writing support. We address
this research gap by implementing a novel peer review writing as-
sistant built around a GPT-2 text generation model and evaluating
the various possible designs of such a system with a user study.

3 DESIGN OF GENERATIVE WRITING
SUPPORT SYSTEM FOR PEER REVIEWS

To explore the effects of the design of user-centric writing assistants
using text generation models and to compare the design methods
we collected from previous works (see Section 2.3), we designed our
novel generative writing tool9. We designed Hamta based on the
designmethods for text completion interfaces andwriting assistants
extracted from the suggestions proposed by the participants in our
interviews. Designing our own tool enabled us to have a base text
completion system in which we could conduct our experiment on
using text generation models in peer review writing.

An overview of the architecture of our system can be seen in
Figure 1. The users start writing their peer reviews. After typing
in at least 25 words and waiting for a short time, the currently-
typed review text is sent to the server and a GPT-2 model suggests
three possible continuations based on the current text. The texts
are returned to the front-end and displayed to the users as either
inline suggestions or in a list, the two main design ideas for text
completion interfaces which we extracted from previous works (see
Section 2.3). In this section, we describe the procedure we followed
to design Hamta, how the design rationales were instantiated in our
tool for the users to interact with, and how we implemented the
back-end of our system.

9We translated the interface from German to English for demonstration in the figures
of this paper.
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Figure 1: An overview of the architecture of Hamta: The tool shows possible continuations of the current text, which the users
can either use directly or take ideas from.

3.1 User Requirements
As also discussed in Section 1, a goal of our study is to help novice
users write peer reviews, so we performed semi-structured inter-
views with six users as our target group. In this vein, we followed
the suggestion by Cooper et al. [23] to engage with individuals re-
ferred to as "potential users," those who are not presently using the
product but are considered promising candidates for future use. We
specifically did not interview senior researchers or users with ex-
tensive experience in writing peer reviews, to see what a beginner,
which matches our target group, would require from such a system.
However, we still made sure that our interviewees had experience
reviewing at least once and had used at least one text completion
interface in a writing assistant in the past, to ensure they were not
clueless about the interview topic. Among the interviewees, three
were female and three were male.

Each interview lasted around 20 minutes. We asked the following
topics in our interviews: past experience with the peer review process,
past experience with text completion interfaces, how they like to be
supported in writing peer reviews using generative tools, and how
and when they like the suggestions to appear. Then, we showed an
initial sketch of the two designs of our tool to the interviewees
and asked them to comment on the design, along with providing
suggestions on what they think is missing in the design or needs to
be improved or changed. We showed the inline design to the first
three interviewees and the list of suggestions design to the other
three participants10. The interviewer took notes of all comments
provided by the participants in the interview process.

To analyze the data from the semi-structured interviews, we
followed the approach of thematic analysis [22]. Two researchers

10We specifically did not ask questions about review quality and related requirements,
as we leave measuring review quality, rather than quantity and perception measures,
for future work.

carefully annotated and classified the comments in the notes by the
interviewer, and generated initial themes from the responses. They
resolved any conflicts in the annotation process as they happened
at the same time; thus, no inter-rater agreement was calculated.

From the responses of the interviewees, we found that they did
not want to be forced to accept the suggestions, as based on their
previous experience, the suggestions could be incorrect or mislead-
ing at times. They also preferred to see multiple suggestions as
opposed to only one, as a single suggestion does not necessarily
contain all the possible ideas on how to continue the text. We also
asked for the number of suggestions they prefer to see. Four partic-
ipants said exactly three, one said exactly two, and one said "two
or three". Thus, we assume three suggestions are acceptable among
the participants overall. They also mentioned the importance of
returning to a part in the middle of the text and writing in the
middle, and they said the suggestions should be relevant to the part
of the text they are writing into. Regarding when they wanted to
see the suggestion, they said they would like to receive suggestions
after typing each word11 and after a certain amount of time12. The
participants also mentioned the wish to see how many words they
have typed to get a sense of how much they have addressed the
task of peer review they are undertaking.

Among the participants to whom we presented the sketch of
the inline design of providing text suggestions, they mentioned the
importance of the contrast in color between the text entered by the
user and the suggestions added by the system, which was already
incorporated in the initial sketch. In addition, they preferred using
keyboard shortcuts as opposed to user interface buttons to accept,

11As such, we assume the suggestions would appear after pressing the space key,
which indicates the end of a word and/or sentence.
12Three of them specially mentioned "less than 10 seconds" for the preferred time of
the timer which would provide the suggestions after it is fired.

92



IUI ’24, March 18–21, 2024, Greenville, SC, USA Seyed Parsa Neshaei et al.

reject, or move between the suggestions, as they did not want to be
interrupted while typing by moving their hands from the keyboard
to the mouse or trackpad. Among those who saw the sketch of
the list of suggestions design, they preferred to see the suggestions
in a fixed area on the right instead of a dropdown. They believed
the dropdown design in such cases covered major parts of the text
area, as the suggested texts in the domain of peer reviews consist
of multiple words. They also mentioned the need for the possibility
to copy parts of the displayed suggestions and paste them into the
text area.

Finally, topic-wise clusters including the user stories were refined
and finalized by the researchers, and thus we finally obtained nine
clusters, indicating the user requirements below:

(𝑈1) The tool should not automatically insert the suggestions into
the written content13, but display them in a contrasting color
(inline version) or in a separate section (list of suggestions
version).

(𝑈2) Users should be presented with up to three suggestions,
based on the review text written from the beginning up to
the cursor’s current position in the text area.

(𝑈3) Suggestions should only be generated once the user com-
pletes a word and/or a sentence (i.e., after pressing the Space
bar on the keyboard).

(𝑈4) The tool should wait for a short period (ideally no longer
than 10 seconds) before displaying text suggestions14.

(𝑈5) The system should display the number of words entered by
the user, updated in real-time.

(𝑈6) (Only applicable for the inline design) The suggestions should
be displayed in a lighter color15 than the original written
review text.

(𝑈7) (Only applicable for the inline design) The system should
include shortcuts16 to accept, reject, or move through the
suggestions17.

(𝑈8) (Only applicable for the list of suggestions design) The sug-
gestions should be presented in a list on the right side instead
of being displayed in a dropdown to allow for a bigger space
to see the suggestions in18.

(𝑈9) (Only applicable for the list of suggestions design) The sys-
tem should enable the functionality of copying parts of the
presented suggestions and pasting them in the main text
area.

13This ensures users are not mandated or pushed to accept the suggestions, which was
mentioned in the user interviews.
14In our system, we assumed a fixed time of 5 seconds, in addition to the inference
process which mostly takes less than 3 seconds.
15We chose a variation of the grey color in our system.
16We chose the Tab key to accept the suggestion, the Esc key or any alphanumerical
key to reject it, and Up and Down arrow keys to move through the suggestions.
17We initially guessed that this would lead to writing a higher number of words when
using the inline design, as accepting the whole suggestion at once would be easier for
users. This speculation was also later confirmed in our experiment.
18We initially guessed that this would help with a higher perceived ease of use when
using the list of suggestions design, also later confirmed in our experiment.

3.2 User Interface of Hamta
Figure 2 shows the user interface consisting of six principal design
functionalities (𝐹1 to 𝐹6): the inline suggestion design (A) on the top,
and the list of suggestions design (B) on the bottom19.

Both interfaces include a text area (𝐹1) that users can use to
type their reviews in. The text areas expand in height by entering
more text or going to the next line by pressing Enter. The text area
includes all standard functionalities of a conventional web text area,
including copying and pasting (related to𝑈9). Users can also see the
number of words they have written (𝐹2, related to𝑈5). After typing
at least 25 words in their review, the system will become ready to
provide suggestions. After typing each word (related to𝑈3), the text
up to the current position of the cursor is sent to the back-end and
then a GPT-2 model starts generating three suggestions (related to
𝑈2). The system waits for at least 5 seconds and less than 10 seconds
before showing the suggestions to the users (related to𝑈4). In the
period the system is waiting before showing the suggestions, the
text "Loading suggestions" will appear in the user interface (above
the text area in the inline design, and above the list of suggestions
in the other design).

After the suggestions are returned to the front-end, they are
presented differently in the two designs. Neither of the designs
inserts the suggestions as normal text automatically (related to𝑈1).
In the inline suggestions design, the first of the three suggestions is
appended in a lighter color after the current position of the cursor
(𝐹3, related to 𝑈6). As also evident by the prompt shown at this
stage above the text area, users can press Tab to accept the current
suggestion, press Up and Down arrow keys to move between the
suggestions, or press Esc or any other alphanumerical key to reject
the suggestion (related to𝑈7). In the list of suggestions design, the
suggestions are presented in the box on the right side of the system
(𝐹4) without blocking the effective text area (related to 𝑈8). The
box on the right side allows the suggestions to be copied with the
standard system context menu or shortcuts so that they can be
pasted into the main text area (related to𝑈9). In both designs, users
can click the Submit button (𝐹5) to have their review saved in the
back-end20. The users may also benefit from an always-available
help button, which offers guidance if they get confused or become
unsure how to progress (𝐹6, also backed by the literature [114]).

We implemented Hamta based on these functionalities and their
link to the user requirements, as well as considerations we took
from the literature (see Section 2.3). We built our tool as a React
responsive web application, which does not mandate specific hard-
ware requirements and can be used on a diverse range of devices
(except smartphones). We aimed to provide an intuitive and simple-
to-use interaction flow to the users so that they can start using the
system to augment their writing skills without needing to see long
guides or tutorials first.

19While we extended and complemented the preliminary recent work of Su et al. [88]
in our work, we A) launched a new round of user interviews from the ground up to
inform the design of our tool more rigorously by considering two different designs, B)
implemented our collected user requirements across two different design versions of
Hamta, and C) focused the evaluation of our system, by comparing the two different
design modalities of Hamta, on target users from Prolific rather than students in higher
education, and thus, did not limit our system to only specific educational scenarios.
20This was especially needed for our experiment, as we aimed to collect the reviews
of the users to conduct quantitative studies on them.
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Figure 2: Screenshots of the two interfaces for Hamta, our generative writing assistant developed to explore the effects of using
text generation models to support users in writing peer reviews. Users write feedback on a business project of a peer and
receive possible words, sentences, or expressions to continue their text with, either inline (A) or in a list on the right side (B).

3.3 Back-end Algorithm of Hamta
We developed the back-end of our tool using Flask21 in Python.
This back-end is responsible for A) collecting the review texts the
users have submitted, B) predicting multiple tokens as suggestions
to continue the text using GPT-2, and C) saving the intermediate
results in log files for further inspection.

3.3.1 Corpus. To fine-tune the German GPT-2 text generation
model, we aimed to find a corpus providing enough text bodies
so that our model can be trained on with acceptable results [39,
61]. We planned to choose a corpus from the previous works with
the following attributes: A) the texts in the corpus are previously
written "peer review"s rather than general-domain texts, to make
the training context as close as possible to the inference context,
and B) the number of sentences in the corpus is high enough, as

21https://flask.palletsprojects.com

text generation models naturally need a lot of data in their training
process to perform well in practice. We finally selected a corpus of
11,925 peer reviews, all written by university students in a business
department course at a Western European university [107]. The
data was gathered collectively by researchers over five years, and
has been previously used for investigating biases in educational
writings [106]. This corpus enabled us to fine-tune our GPT-2 model
to generate texts in the domain of business peer reviews, in line
with what we aimed Hamta should be skillful at.

3.3.2 Training the model. Before using the dataset as it is to fine-
tune our GPT-2 model, we initiated a data-cleaning phase to provide
only clean data as the training input to our model. For example,
specific information (e.g., URLs, specific names of business enti-
ties, and the prompt question asking the students to write reviews
based upon, which some of them had copied to their reviews) were
removed from the texts.
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It is important to note that the present version of our tool can
only offer text generation assistance for reviews written in German
because the dataset we used only contains German texts [107].
Hamta will be able to offer writing support in more languages,
though, if similar datasets are added in additional languages.

4 EXPERIMENTAL EVALUATION
In this section, we will investigate the peer reviews and how users
experienced the generative review writing support system we de-
signed based on our collected user requirements, Hamta, to an-
swer our research question and compare the two text completion
interfaces. We conducted our field experiment over Prolific22, a
crowdsourcing platform for experiments. We selected Prolific be-
cause previous studies on behavioral research platforms found that
Prolific had the highest response quality and sample variety [77],
crucial criteria for evaluating crowdsourcing platforms [19, 85, 111].

We aimed to conduct the experiment among individuals who
can resemble the end users of our study the most. As the target
group for our system includes literate users who write projects or
business feedback in professional environments and workplaces,
we set the eligibility criteria of our study by only conducting the
experiment on people who completed at least a high-school diploma
and were previously or are currently employed, by setting the
relevant filters in the Prolific panel when defining the study online.
This ensured that our experiment would support claims on the
helpfulness of Hamta for our desired target user group. Moreover,
as the current version of Hamta includes a GPT-2 model which
is only fine-tuned on German peer reviews [107], it could only
generate suggestions in German. As a result, we only performed the
experiment on participants who were fluent in German. The filters
set in Prolific ensured that the participants in our experiment were
viable "peer"s in our peer review process. Out of the 31 participants
in our experiments, 14 were female and 17 were male (mean age =
35.0, SD = 14.9).

In our experiment, we asked the participants to start writing a
review of the business pitch of an imaginary peer. To draw causal
inferences, we randomly assigned participants to use one of the
two designs introduced in Section 2.3: inline suggestions and list
of suggestions23. From the 31 participants in total, 18 participants
used the inline suggestions design (group A), while the rest (13
participants) used the list of suggestions design (group B). In group
A (inline suggestions design), 8 participants were female and 10 were
male (mean age = 38.2, SD = 17.6). In group B (list of suggestions
design), 6 participants were female and 7 were male (mean age =
30.6, SD = 8.8). We granted each participant around 4.9 US dollars
for participating in our experiment and filling out our questionnaire
for around 30 minutes.

4.1 Experiment Design
As also discussed in Section 1, the main research question (RQ) we
aim to provide an answer to is "What are the effects of generative
peer review writing support on users’ reviews, as well as their
perception and behavior with a text completion writing support
22https://www.prolific.co
23We did not also conduct a within-subject comparison and only conducted a between-
subject evaluation, i.e., no participant tried both of the systems, due to budget avail-
ability for our research. We leave a within-subject comparison to future work.

tool?". We designed our experiment with regard to our RQ. Our
study contained a pre-survey, a main task (writing a peer review
using one of the two designs), and a post-survey. Apart from the
two designs (inline suggestions for group A and list of suggestions
for group B), the other elements of the survey, including all the
questions, were exactly the same among all the participants.

4.1.1 Pre-survey. As we assigned the users randomly to the two
groups in our experiment, we designed our pre-survey to make sure
participants were distributed randomly and there were no signifi-
cant differences in technology usage and feedback seeking among
them. We used two constructs in the pre-survey: A) information
technology usage model [2], and B) feedback seeking behavior of
participants [10]. We chose construct A to assess users’ attitudes
and behaviors concerning new technology, because we deemed
it crucial to evaluate how prepared they are to adopt innovative
platforms and tools, like Hamta. The items in construct A included
"I like to experiment with new information technologies," "If I heard
about a new information technology, I would look for ways to experi-
ment with it," "In general, I am hesitant to try out new information
technologies," and "Among my peers, I am usually the first to try out
new information technologies". The second construct was selected
to measure the extent to which participants sought feedback and
to examine participants’ attitudes regarding receiving suggestions,
which we deemed crucial when assessing the impact of our writing
assistant. The items in construct B included "It is important for me
to receive feedback on my performance" and "I find feedback on my
performance useful". We measured both constructs with a 7-point
Likert scale [64], anchored at 1 for complete disagreement, 7 for
complete agreement, and 4 for being neutral. The two pre-survey
constructs we chose have been employed in prior studies focusing
on user-centric systems [101, 102] to check for valid randomization.

4.1.2 Writing Peer Review Task. After the pre-survey, we showed
to the participants a three-minute video on a business model pitch,
which they had to provide a review for. The video introduced the
business model of a new application idea for scheduling trips with
friends, as well as finding resorts to visit. The video also described
the business model of the app and provided details on how the
developers of the platform would charge fees from the users to
keep the app running. Then, we gave the link to the respective
design version of our tool to the participants and asked them to
evaluate the business pitch in the video by writing a peer review.
Participants were free to use suggestions as much as they wanted.
We asked the participants to press the Submit button in the user
interface at the end to save the review text. Specifically, the number
of words participants submitted in their reviews was also calculated
and stored in our back-end for further investigation. It is important
to note that we did not consider the word count as an indicator of
the review quality, and only reported it as a quantitative measure;
we leave investigating the review quality measures separately for
future work.

4.1.3 Post-survey. After the participants finished writing their re-
view and submitted it, they entered the post-survey, which intended
to ask the participants to reflect on their reviewing process and
interaction with our tool, Hamta. The post-survey started with an
"attention check" question, in which we asked the participants to
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select the word we asked them to remember in the video in the
pre-survey. The results and responses from the participants who
failed the attention check were excluded from the reported results
in this paper. We selected the constructs to measure inspired by
what has been used and validated in the literature [99, 100], as well
as prior works on the evaluation of user-centric systems [101, 102].
We have included a list of the used constructs, as well as example
questions asked in each of them in our post-survey, in Table 2 in
the Appendix. It is important to note that as we frame our work
around the concept of user-centric systems and writing assistants
in general, we chose constructs used in HCI research for evaluating
systems rather than utilizing validated questionnaires for review
writing in particular. We leave investigating a more diverse set of
questions in our pre- and post-survey question sets for future work.

5 RESULTS
We first calculated the average of the responses to the questions
in the pre-survey constructs for each of the participants to be sure
our randomization was valid. We then compared the responses
among the participants in the two groups using the Wilcoxon rank-
sum test. The Wilcoxon tests led to 𝑝 = .374, 𝑑 = 0.086 for the
information technology usage model [2] and 𝑝 = .359, 𝑑 = 0.236
for the feedback seeking [10] construct24. Consequently, we found
no difference between the two groups regarding the pre-survey
questions. Thus, we consider the comparison in our study and the
way we separated the participants into the two groups as valid.

5.1 Impact of Text Generation Designs on Users
Perception

Weperformed a group comparison on the construct means using the
Wilcoxon rank-sum test for our two designs (discussed in Section
2.3): A) inline suggestions and B) list of suggestions.

• Technology Acceptance:We obtained (M = 4.1, SD = 1.7)
for group A, and (M = 4.2, SD = 1.6) for group B (𝑝 = .476, 𝑑 =

0.230), so while the mean of group B is slightly more than
that of group A, there is no significant difference between
the two groups in terms of our statistical test. Both means
are more than the baseline of 4.0.

• Perceived Usefulness: We obtained (M = 4.0, SD = 1.6) for
group A, and (M = 4.7, SD = 1.7) for group B (𝑝 = .107, 𝑑 =

0.676), so while the mean of group B is more than that of
group A, there is no significant difference between the two
groups in terms of our statistical test. Both means are more
than the baseline of 4.0.

• Perceived Review Quality: We obtained (M = 4.6, SD =
1.3) for group A, and (M = 4.8, SD = 1.3) for group B (𝑝 =

.352, 𝑑 = 0.319), so while the mean of group B is slightly
more than that of group A, there is no significant difference
between the two groups in terms of our statistical test. Both
means are more than the baseline of 4.00.

• Perceived Ease of Use: We obtained (M = 4.6, SD = 1.4) for
group A, and (M = 5.4, SD = 1.6) for group B (𝑝 = .044 <

.05, 𝑑 = 0.508), so the difference between the two groups in
this construct is significant. This shows the participants

24𝑑 = Cohen’s 𝑑

in group B (using the list of suggestions design) had a more
comfortable interaction experience when using the system.
Both means are more than the baseline of 4.00.

• Perceived Improvement in Writing Reviews: We ob-
tained (M = 4.0, SD = 1.6) for group A, and (M = 4.5, SD =
1.7) for group B (𝑝 = .218, 𝑑 = 0.540), so while the mean of
group B is more than that of group A, there is no significant
difference between the two groups in terms of our statistical
test. While the mean of group B is more than the baseline of
4.00, this is not the case for group A.

• Perceived Improvement in the Reviews in the Long
Run: We obtained (M = 4.2, SD = 1.8) for group A, and (M =
4.6, SD = 1.7) for group B (𝑝 = .315, 𝑑 = 0.468), so while the
mean of group B is slightly more than that of group A, there
is no significant difference between the two groups in terms
of our statistical test. Both means are more than the baseline
of 4.00.

• Correctness of the Suggestions: We obtained (M = 4.2,
SD = 1.8) for group A, and (M = 3.9, SD = 1.7) for group B
(𝑝 = .254, 𝑑 = 0.016), so while the mean of group A is slightly
more than that of group B, there is no significant difference
between the two groups in terms of our statistical test. While
the mean of group A is more than the baseline of 4.00, this
is not the case for group B.

• Excitement After Interaction: We obtained (M = 4.3, SD
= 1.6) for group A, and (M = 4.3, SD = 1.8) for group B
(𝑝 = .429, 𝑑 = 0.182), so while the mean of group B is slightly
more than that of group A, there is no significant difference
between the two groups in terms of our statistical test. Both
means are more than the baseline of 4.00.

A summary of conducting the Wilcoxon tests is included in
Table 1. Also, the Cronbach’s alpha [26] for all the eight constructs
was more than or equal to 0.9 when rounded to one decimal place,
indicating a high reliability of our questionnaire.

5.2 Quantitative Impact of Text Generation
Designs on the Reviews

We also measured the number of words the users had written in the
reviews among the two groups as a metric indicating the quantity
of the text and compared them to find their difference statistically
by conducting the Wilcoxon tests. We obtained (M = 318.1, SD =
76.5) words in group A (using the inline suggestions design) and (M
= 261.8, SD = 103.0) words in group B (using the list of suggestions
design), with 𝑝 = .029 < .05, 𝑑 = 0.744, so the difference between
the two groups in this construct is statistically significant. This
shows the participants in group A (using the inline suggestions
design) entered a considerably higher number of words (including
the accepted suggestions, as well as the words typed by the users
themselves) in their reviews25.

Again, we included an overview of conducting the Wilcoxon
tests in Table 1.

25It should be noted that we did not consider this quantitative measure as an indication
of review quality, but rather leave exploring quality of the outcome reviews for future
researchers.
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Table 1: Mean, standard deviation, and the one-sided p-value of conducting Wilcoxon tests on various constructs of metrics on
the results of the survey and the reviews among the two groups: A with inline suggestions design, and B with list of suggestions
design. All constructs (except number of words) are measured with the Likert scale (1: low, 7: high). ***p < .001, **p < .01, *p < .05

Metric Mean A Mean B SD A SD B p-value
Information Technology Usage Model [2] 5.4 5.4 0.8 1.2 .374

Feedback Seeking [10] 5.3 5.4 0.7 0.8 .359
Technology Acceptance 4.1 4.2 1.7 1.6 .476
Perceived Usefulness 4.0 4.7 1.6 1.7 .107

Perceived Review Quality 4.6 4.8 1.3 1.3 .352
Perceived Ease of Use 4.6 5.4 1.4 1.6 .044*

Perceived Improvement in Writing Reviews 4.0 4.5 1.6 1.7 .218
Perceived Improvement in the Reviews in the Long Run 4.2 4.6 1.8 1.7 .315

Correctness of the Suggestions 4.2 3.9 1.8 1.7 .254
Excitement After Interaction 4.3 4.3 1.6 1.8 .429

Number of Words in the Reviews 318.1 261.8 76.5 103.0 .029*

6 DISCUSSION
In this research, we explored the impact of the possible designs
of professional peer review writing support using text generation
models by answering our research question (as discussed in Section
4.1). To do so, we first investigated the past works on user-centric
text completion interface designs and extracted two main design
interfaces from previously implemented systems, which were not
previously evaluated in this context. Then, to be able to evaluate
the two designs and investigate their effects on peer reviews, we
embedded them in our user-centric tool, Hamta. To build our tool,
we used a previously collected dataset [107] to fine-tune our GPT-2
model. To achieve the best results in terms of usability and ease of
use metrics, we collected user experience design rationales from
our interviews with target users to embed in the user interface of
our tool.

The empirical results of our group comparison indicate that both
designs (inline and list of suggestions) make people engaged when
they interact with them. Moreover, both designs are considered
to be useful and accepted among the participants. Additionally,
limiting the scope of our experiment to participants resembling our
target users, as well as conducting user interviews with members
of our target group, ensured that Hamta could meet the needs of
the potential target users. Consequently, the findings from our
user study offer highly encouraging outcomes for using writing
assistants designed based on our collected user requirements in a
variety of professional review writing situations.

When comparing the results of the inline suggestions group and
the list of suggestions group, we found a significant difference in
perceived ease of use and number of words. The results indicate
users were more comfortable working with the list of suggestions
design. This confirmed our original speculation that in the list of
suggestions design, they were able to see multiple suggestions at
once in a designated area on the right side (as opposed to having to
move between them using the arrow keys in the inline suggestions
design), and thus they were able to choose among them quicker and
with more comfort. We also observe a greater mean of the number
of words in the inline suggestions design. This also confirmed our
initial guess that in the inline suggestions design, accepting the

whole suggestion text is very easy (with a single press of the Tab
key on the keyboard). On the other hand, in the list of suggestions
design, users may first see and compare the suggestions, and then
copy or use the ideas in the texts instead of accepting the whole
text all at once. Thus, we assumed accepting the whole suggestions
all at once leads to writing more words in the same period for the
review writing task, attributing to this significant difference in the
results of our experiment. To summarize, we can conclude while
the users are more comfortable working with the list of suggestions
design, the inline suggestions design helps them write more words
at the same time.

6.1 Theoretical and Practical Contributions
Previous studies looked into the systems and their effects on help-
ing users write peer reviews more efficiently [83, 103, 104, 107, 113].
These tools provide advice and suggestions on how to make the
review text better, mostly based on NLP models. However, whereas
previous systems (discussed and named in Section 2.3) have im-
plemented one of our two designs of text completion interfaces
[17, 27, 55, 67, 93, 108, 115], the comparison between the two de-
signs (inline and list of suggestions), especially regarding the task of
peer review writing, is rare from an HCI perspective.

Hence, our research provides three contributions to the literature
on intelligent user interfaces. First, by comparing two text comple-
tion designs used in previous works, we provided novel findings on
how to embed NLP text generation models in user-centric assistants
for writing peer reviews. Second, we collected user requirements
from interviews with users having experience in writing peer re-
views, and provided them to be used in future similar works on peer
review writing assistants. Third, to evaluate our findings and to
answer our research question, based on the collected user require-
ments, we designed a novel peer review writing assistant, Hamta,
and measured how the users perceive it in our study. We believe
designing peer review writing assistants based on our collected
user requirements, as well as the findings in our study regarding
the two conventional designs, offers a high potential to be accepted
among reviewers in professional review writing settings.
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6.2 Limitations and Future Work
Even so, our study has some shortcomings that present opportu-
nities for future research. To begin with, the corpus we used for
developing our tool [107] specifically included business peer re-
views. In designing our system and in the user interviews as well as
when searching for previous research, we focused on the domain-
independent aspects of the peer review support tool, so that our
provided design ideas would also be relevant for users who want
to get assistance on writing scientific or online peer reviews. In
addition, the tool we designed to find the answer to our research
question (Hamta) can be easily transformed into a scientific or on-
line peer review writing assistant only by changing the corpus
used to fine-tune the GPT-2 model in its back-end. As a result, we
think the design findings of this research are also applicable to re-
searchers working in other domains of peer reviews. Nevertheless,
we encourage researchers to rigorously investigate how the design
findings from our research are relevant in the other peer review
writing domains as well.

Moreover, we used a corpus of peer reviews in German collected
in a university scenario by students [107], which is considered a
very specific and limited setting, as all the students were German
and belonged to the same university. Thus, future work can find
corpora of peer reviews in other languages as well and add it to the
data used to fine-tune our GPT-2 model, as in its current version,
our tool, Hamta, can only provide generated suggestions in German.
Therefore, using it can be inappropriate or confusing when evalu-
ated by a different group of users from a different culture. Another
point to consider is the relatively low number of participants in
our experiment as well as the short duration of the experiment,
which may not reflect the wide range of users of a peer review
writing assistant in real environments accurately. Future studies
should focus on how the results of this research can be replicated
in different contexts and domains, as well as with more participants
in a longer-term study.

The lowest value for the mean of the 1 to 7 Likert scale constructs
we asked from the participants belonged to the mean of group B
(list of suggestions design) on the construct correctness of the sug-
gestions (M = 3.9, SD = 1.7)26. This relatively low value indicates
a desire from the users for further improvement of the accuracy
and relevance of the suggestions produced by our text generation
model. This finding matches well with the previous research on
ML-based systems, which claims users may not accept the sugges-
tions and insights provided by imperfect AI systems and tools [59].
A possible remedy for this issue is to use newer, more performant
models, such as GPT-3 [15]27, to improve the quality of the sugges-
tions generated by our back-end text generation model as much as
possible. Additionally, our study lacks measures to compare review
quality, and rather chooses to only measure perception metrics, as
well as the number of words as a quantitative indicator. We strongly
encourage future works to also measure the quality of the outcome
26While the mean for this construct in group A (inline suggestions design) was higher
than the baseline (M = 4.2, SD = 1.8), the difference with group B is not statistically
significant, which is in line with our expectations, as both designs used the same
back-end with the same GPT-2 model.
27In our study, we did not have the necessary budget to also utilize GPT-3 APIs by
OpenAI, so we call for future work to also evaluate GPT-3 in the task of peer review
writing support and to explore the difference in the perceived correctness of the
suggestions with the GPT-2 model among the users.

reviews, as well as a more diverse set of questions in the pre- and
post-survey questionnaires from other validated sources. Lastly,
we only compared and contrasted two designs of text completion
interfaces, inline and list of suggestions, and we only conducted
a between-subject evaluation, in which no participant tried both
of the systems, due to our budget limits. Thus, we invite future
researchers to consider other possible interfaces of text completion
systems as well, as well as within-subject comparisons.

7 CONCLUSION
In our research work, we investigated the effects of embedding
text generation models in user-centric assistants for writing peer
reviews. To do so, we first explored the previous works on text
completion systems and chose two designs to investigate further:
inline suggestions versus providing a list of suggestions. To evaluate
the similarities and differences between the two designs and find
how users perceive them, we implemented them in Hamta, our
peer review writing assistant with text generation models. We
used a corpus from the literature [107] to fine-tune our GPT-2
model, and collected user requirements for implementing our user-
centric generative peer review writing tool. We implemented our
tool based on the requirements and evaluated both designs in a
user study by asking the participants to provide a peer review
on a business pitch. We found that the participants accepted our
technology generally well and found it useful, exciting, and leading
to improvements in their review’s structure. Moreover, we found
that while the participants who used the inline suggestions design
provided a significantly higher number of words in their review
text, those who used the list of suggestions design found the system
significantly easier to use. The results from our study show that peer
review writing assistants based on our findings can be used to assist
users in writing peer reviews in professional contexts by generating
and presenting example sentences. The users can directly insert
the generated sentences into their reviews or alternatively take
ideas from them. Additionally, we offer a set of user requirements
we collected from our interviews with target users to be also used
in designing future peer review writing assistants as well as user-
centric systems with text generation models. Our results suggest
including writing assistants based on our findings in collaborative
learning environments and peer review processes.
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APPENDIX
Post-survey Questions
In Table 2, we present the constructs we used in the post-survey of
our experiment, as well as the questions belonging to each of the
constructs.
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Table 2: Example questions for each of the constructs in our post-survey (translated to English and adapted to preserve their
meaning in the context), as well as mean of the responses for each of our two groups (as presented in Section 4). We also used
duplicate questions (with slight differences in wording in the German version) sparingly, which are indicated by (2x) in the
table and averaged for reporting.

Construct Example Questions Mean
A

Mean
B

Technology Acceptance Assuming Hamta is available, the next time I
want to write a review, I would use it again. (2x) 4.11 4.21

Perceived Usefulness With Hamta I can write reviews more effectively. 3.94 4.62
I find using Hamta useful for writing reviews. 4.11 4.85

Perceived Review Quality

Compared to other participants, I think I wrote a
very convincing review. 4.67 4.92

I’m sure I wrote a very convincing review/
feedback. 4.72 4.69

I’m sure I wrote a very insightful review/
feedback. (2x) 4.45 4.89

Perceived Ease of Use
Learning to use Hamta was easy for me. 4.44 5.15
I find Hamta easy to interact with. 4.39 5.46
It was easy for me to become familiar with
Hamta. 4.94 5.46

Perceived Improvement in Writing Reviews
After using Hamta, my ability to write
reviews has improved. 3.83 4.46

After using Hamta, my ability to pay attention
to the different parts of the review has improved. 4.11 4.54

Perceived Improvement in Reviews
in the Long Run

I expect Hamta will help me improve my ability
to write well-structured reviews. 4.28 4.92

I expect Hamta will help me improve my
ability to write helpful reviews. 4.17 4.62

I assume Hamta would help me improve my
ability to write compelling reviews. 4.22 4.46

I assume Hamta would help me improve my
ability to write insightful reviews. 4.11 4.54

Correctness of the Suggestions Hamta’s suggestions are correct. (2x) 4.09 3.89
The suggestions I received from Hamta
were related to my text or my ideas. 4.33 3.92

Excitement After Interaction
Interacting with Hamta was fun and
enjoyable for me. 4.50 4.38

Interacting with Hamta was exciting. 4.17 4.31
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